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About me
• MSc/PhDc in AI – University of Alberta

• 30+ years in industry applying AI

• Founder
• Celcorp – Intelligent  Integration
• Poynt – Local Search and Directions 

(Before Siri)
• Clinitrust - Secure Medical 

Communications Platform
• Aidant Intelligent Technology – Intelligent 

Recognition System
• Health Gauge – Intelligent Health 

Monitoring and Management Platform
• MedWatch – Non-invasive Blood Glucose 

Monitoring
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What is AI?
• The study of systems that have human-like 

intelligence
• AI is mankind’s most important creation

• The power to change the world
• The power to destroy

• AI is a mirror into ourselves
• What is a person?
• What does it mean to think and reason?
• Can machines be conscious?

• Artificial Intelligence vs Machine Learning
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Artificial Intelligence refers to the study of systems that have human-like intelligence. This is important for businesses because AI/ML systems have developed to the point where businesses can easily apply these tools and use them to create valuable enhancements to products and services.
 

Why is AI Important?
Efficiency: AI can perform tasks faster and more accurately than humans, often handling repetitive or complex tasks that would take humans much longer.
Innovation: AI can help solve problems in new ways, from diagnosing diseases to predicting climate patterns.
Convenience: AI makes everyday tasks easier, from organizing our calendars to providing personalized recommendations.




Demystifying AI: From Thought to 
Consciousness
• Turing Test

• Can machines think?

• Strong-AI
• An AI system can think and have mind.

• Weak-AI
• An AI system can only act like it thinks and has a mind.

• General AI vs Narrow AI
• AGI – Artificial General Intelligence

• The AI Singularity – Are we there yet?

Alan 
Turing
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Strong-AI hypothesis: It’s possible to build systems that are as intelligent as humans and that can even surpass human intelligence. Ultimately, AI systems will be indistinguishable from humans – and will be conscious in the same way that humans are.
 
Weak-AI hypothesis: It’s possible to build super intelligent systems that emulate human intelligence capabilities, but full human intelligence, to the extent required for consciousness, cannot be replicated. 

Turing was the subject of “The imitation game”
Build the “Bombe” which was a analog computer that was used to crack the enigma code.

In 1980, John Searle coined the following statements:
AI hypothesis, strong form: an AI system can think and have a mind (in the philosophical definition of the term);
AI hypothesis, weak form: an AI system can only act like it thinks and has a mind.


Demystifying AI: From Thought to Consciousness
In this segment, we'll gently unfold the layers of AI, touching upon key concepts and debates that have shaped our understanding of artificial minds.
The Turing Test: Posed by Alan Turing, this test asks a fundamental question—"Can machines think?" It challenges us to consider whether AI can exhibit behavior indistinguishable from that of a human, sparking a profound dialogue on the nature of intelligence.
Strong AI: This is the concept that an AI system could possess a mind, consciousness, and genuine understanding. The notion of Strong AI invites us to envision a future where machines are not just tools, but entities with their own cognitive presence.
Weak AI: In contrast, Weak AI suggests that while systems can be designed to simulate thought and exhibit intelligence, they do not possess it in a true sense. It's the practical reality of today's AI—systems that behave intelligently within a limited scope.
General AI vs. Narrow AI:
AGI – Artificial General Intelligence: The hypothesis of an AI that can understand, learn, and apply knowledge in a universally adaptive manner, much like a human being.
Narrow AI: AI that is specialized in a single area or task, showing expertise without actual consciousness or general reasoning abilities.
The AI Singularity: A theoretical point in time when AI will surpass human intelligence, leading to an era of exponential technological growth beyond our ability to predict or control.
Each of these concepts carves out a path to understanding AI's potential and its implications for the future. As we navigate through these ideas, we’ll build a more nuanced comprehension of AI's role in our world and where it might take us.




The Singularity Curve

We are here 
now



Moore’s Law Curve

Presenter
Presentation Notes
Moore's law is the observation that the number of transistors in a dense integrated circuit doubles approximately every two years. The observation is named after Gordon Moore, the co-founder of Fairchild Semiconductor and Intel, whose 1965 paper described a doubling every year in the number of components per integrated circuit,[2] and projected this rate of growth would continue for at least another decade.[3] 

Graphene processor are 1000 x faster than silicon and much smaller.
14nm transistor has about 67 atoms
1nm transistors have been developed – based on carbon nanotube




Frontier

Currently US made Frontier runs at a peak 1.2 petaFLOPS

Note: Oracle is building a new supercomputer that will run at 2.4 
zettaFLOPS



Hardware Based AI
• NVIDIA GPU
• Google TPU
• Intel
• IBM AI chip
• Neuromorphic 

Computing

https://youtu.be/EgCRwZw4p8c
https://youtu.be/EgCRwZw4p8c


Cerebras Wafer Scale 
Engine (WSE-3)
• The largest chip ever built
• 4 Trillion transistors
• 900,000 AI optimized compute cores.
• 44 GB on-chip memory
• 125 Petaflops
• External memory: 1.5TB, 12TB, or 

1.2PB
• Trains AI models up to 24 trillion 

parameters



The AI Singularity Curve
• 2025 – Human brain

• 100 billion neurons

• 2036 – 1000 Brains
• 2047 – 1 million 

brains
•  

Presenter
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600 Gflops in phone.



Artificial Intelligence Market Size

https://www.statista.com/outlook/tmo/artificial-intelligence/worldwi
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The market size in the Artificial Intelligence market is projected to reach US$305.90bn in 2024.

The market size is expected to show an annual growth rate (CAGR 2024-2030) of 15.83%, resulting in a market volume of US$738.80bn by 2030.

In global comparison, the largest market size will be in the United States (US$106.50bn in 2024).





AI Topics
• Symbolic Processing
• Machine Learning

• Neural Nets
• Deep Learning
• Reinforcement Learning

• Search/Games
• Generative AI
• Attention/Transformer Architecture
• Large Language Models – ChatGPT4o
• Diffusion – DALLE 2
• Intelligent System Orchestration



Symbolic 
Reasoning

Presenter
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Note that Symbolic processing is precise. There is no guess work, probabilities, or learned parameters.
The difference between a symbolic reasoning system and code is the way in which the solution is determined.





Supervised Learning



Classification vs Regression



Clustering



Examples of symbolic reasoning

• Database queries
• Constraint Systems
• Planners and Schedulers
• Formal Verification Tools
• Temporal Reasoning
• Description Logics



Machine Learning

• Supervised Learning
• Classification
• Regression

• Unsupervised Learning
• Clustering
• Dimensionality Reduction
• Embeddings
• Feature learning

• Reinforcement Learning (RL)

Presenter
Presentation Notes

Machine learning (ML) is a broad field with several key areas, each focusing on different types of learning tasks and techniques. Here are the main areas of machine learning:
1. Supervised Learning
Definition: In supervised learning, the model is trained on a labeled dataset, meaning that each training example is paired with an output label.
Key Techniques:
Classification: Assigning input data into predefined categories. Examples include spam detection, image recognition, and sentiment analysis.
Regression: Predicting continuous output values based on input data. Examples include house price prediction, stock price forecasting, and sales forecasting.
2. Unsupervised Learning
Definition: In unsupervised learning, the model is trained on unlabeled data, and the goal is to find hidden patterns or intrinsic structures in the input data.
Key Techniques:
Clustering: Grouping data points into clusters based on their similarities. Examples include customer segmentation, image segmentation, and market basket analysis.
Dimensionality Reduction: Reducing the number of random variables under consideration, simplifying the data while preserving its structure. Examples include Principal Component Analysis (PCA) and t-Distributed Stochastic Neighbor Embedding (t-SNE).
3. Semi-Supervised Learning
Definition: Semi-supervised learning combines a small amount of labeled data with a large amount of unlabeled data during training.
Applications: This approach is useful when labeling data is expensive or time-consuming. Examples include text classification, speech recognition, and protein sequence classification.
4. Reinforcement Learning (RL)
Definition: In reinforcement learning, an agent learns to make decisions by taking actions in an environment to maximize cumulative rewards.
Key Techniques:
Value-Based Methods: Such as Q-learning, where the agent learns the value of taking certain actions in certain states.
Policy-Based Methods: Such as policy gradients, where the agent learns a policy that maps states to actions.
Model-Based Methods: Where the agent builds a model of the environment to simulate and plan its actions.
Applications: Examples include robotics, game playing (e.g., AlphaGo), and autonomous driving.
5. Deep Learning
Definition: A subset of machine learning that uses neural networks with many layers (deep neural networks) to model complex patterns in data.
Key Techniques:
Convolutional Neural Networks (CNNs): Primarily used for image and video recognition tasks.
Recurrent Neural Networks (RNNs): Used for sequence data, such as time series analysis and natural language processing. Variants include Long Short-Term Memory (LSTM) networks and Gated Recurrent Units (GRUs).
Generative Adversarial Networks (GANs): Consist of two networks, a generator and a discriminator, that are trained together to produce realistic synthetic data.
Applications: Image and speech recognition, natural language processing, and generative modeling.
6. Transfer Learning
Definition: Transfer learning involves leveraging knowledge from a pre-trained model on one task and applying it to a different but related task.
Applications: Common in deep learning, where pre-trained models on large datasets (e.g., ImageNet) are fine-tuned for specific tasks like medical image analysis or object detection.
7. Ensemble Learning
Definition: Ensemble learning combines multiple models to improve the overall performance and robustness compared to individual models.
Key Techniques:
Bagging: Such as Random Forests, where multiple models (often decision trees) are trained on different subsets of the data and their predictions are aggregated.
Boosting: Such as AdaBoost and Gradient Boosting, where models are trained sequentially, each one correcting the errors of its predecessor.
Stacking: Combining the predictions of multiple models using a meta-model.
Applications: Widely used in competitions and practical applications where high accuracy is required.
8. Self-Supervised Learning
Definition: Self-supervised learning uses the data itself to generate labels, enabling the model to learn from unlabeled data.
Applications: Common in natural language processing (e.g., GPT-3) and computer vision (e.g., image colorization).
9. Anomaly Detection
Definition: Identifying rare items, events, or observations that differ significantly from the majority of the data.
Applications: Fraud detection, network security, fault detection in industrial systems, and health monitoring.
10. Active Learning
Definition: An iterative process where the model selectively queries a human annotator to label data that is most informative for the learning process.
Applications: Useful in scenarios where labeling data is expensive, such as medical image annotation and text classification.
11. Neural Architecture Search (NAS)
Definition: An automated method for designing neural network architectures.
Applications: Optimizing the architecture of neural networks for specific tasks, leading to better performance than manually designed models.




Reinforcement 
Learning



Q-Learning



Reinforcement Learning

• Value-Based Methods
• Q-learning

• Policy-Based Methods
• Policy gradients

• Model-Based Methods
• Example: model of the environment 

• Applications
• Robotics
• Game playing (e.g., AlphaGo)
• Autonomous driving.
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Value-Based Methods: Such as Q-learning, where the agent learns the value of taking certain actions in certain states.
Policy-Based Methods: Such as policy gradients, where the agent learns a policy that maps states to actions.
Model-Based Methods: Where the agent builds a model of the environment to simulate and plan its actions.
Applications: Examples include robotics, game playing (e.g., AlphaGo), and autonomous driving.





AlphaGo



Artificial Neural Nets



Deep Learning
• Size matters
• 100s of layers



Backpropagation



Backpropagation



Backpropagation



Deep Learning
• Regular Neural Networks have 1 or 2 hidden layers
• Each layer allows more complexity in the decision 

making
• Deep Neural Networks use many layers

• AlphaGo uses 13 layers for each decision (value and policy)
• Combined with tree search

• Effective layers = thousands
• Note: AlphaGo in 1 year advanced automated Go by 20 

years
• Microsoft Deep Learning net for images

• 152 layers
• ChatGPT – 500 + layers

Presenter
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https://www.wired.com/2016/01/microsoft-neural-net-shows-deep-learning-can-get-way-deeper/



Hierarchical Processing



Deep Learning
• Size matters
• 100s of layers



Deep Learning
• Regular Neural Networks have 1 or 2 hidden layers
• Each layer allows more complexity in the decision 

making
• Deep Neural Networks use many layers

• AlphaGo uses 13 layers for each decision (value and policy)
• Combined with tree search

• Effective layers = thousands
• Note: AlphaGo in 1 year advanced automated Go by 20 

years
• Microsoft Deep Learning net for images

• 152 layers
• ChatGPT – 500 + layers
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https://www.wired.com/2016/01/microsoft-neural-net-shows-deep-learning-can-get-way-deeper/



Hierarchical Processing



Transformers and ChatGPT
• Based on Attention
• Large Language Model
• Super Intelligent
• 1.2 Billion users
• Fastest growing application
• More progress than predicted
• Emergent Behavior
• Feared
• Surprisingly useful for many tasks
• Rapidly changing field
• API Available from various vendors
• Plugins
• Fine-tuning



The Transformer 
System

• The DNA of Super-Intelligence
• Small code footprint
• Massive Parameter Size
• Trained on all of mankind’s 

knowledge
• Black Box

• Generative AI



Generative Text – Anything you can do…

• GPT (Generative Pre-trained Transformer)
• Models like GPT-3 and GPT-4, developed by OpenAI, can generate human-like 

text based on prompts, create articles, answer questions, and even write code.

• Chatbots
• Advanced conversational agents like ChatGPT use generative AI to engage in 

natural, human-like conversations.

• Text Summarization
• Tools that condense long pieces of text into shorter summaries while preserving 

key information.

• Creative Writing
• AI systems that can write stories, poems, and other forms of creative literature.

Presenter
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Professional writing – proposals, books
Slide content generation – for presentations
Educational materials




Generative AI - Images

• DALLE
• MidJourney
• Stable Diffusion



Generative AI Images
Diffusion Networks

• AI models that can generate arbitrary  
images from textual descriptions.

• DALL-E, Midjourney, Stable Diffusion

GANs (Generative Adversarial Networks)

• Used to create realistic images, art, and 
even deepfakes by pitting two neural 
networks against each other.

Style Transfer

• AI can transform the style of an image, 
such as making a photo look like a 
painting by a famous artist.
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Several vendors and research organizations have developed diffusion models that are available for public use. Here are some notable ones:
OpenAI:
DALL-E 2: An advanced image generation model that uses diffusion techniques to create images from textual descriptions. OpenAI provides an API for accessing DALL-E 2.
CLIP-Guided Diffusion: Combines CLIP (Contrastive Language-Image Pre-Training) with diffusion models to generate images based on text prompts.
Stability AI:
Stable Diffusion: A powerful text-to-image diffusion model that is open-source and available for public use. It has been widely adopted due to its versatility and high-quality outputs.
Google Research:
Imagen: A text-to-image diffusion model that produces high-quality images based on textual descriptions. Google Research often releases papers and code for their models, making them accessible to the research community.
DeepMind:
Score-Based Generative Models: DeepMind has released several papers and open-source implementations of score-based generative models, which are a type of diffusion model.
NVIDIA:
StyleGAN3: Although primarily a GAN, NVIDIA has integrated diffusion techniques into some of their models. NVIDIA also provides tools and libraries like NVIDIA Clara for generative AI in healthcare, which may include diffusion-based approaches.
Facebook AI Research (FAIR):
Image Synthesis Models: FAIR has contributed to the development of various generative models, including diffusion models. They often release their models and code through platforms like PyTorch and GitHub.
Hugging Face:
Diffusers Library: Hugging Face provides an open-source library called Diffusers, which includes implementations of various diffusion models for text, image, and audio generation. It is a comprehensive resource for researchers and developers.
Microsoft Research:
Turing Models: Microsoft has developed various generative models under the Turing project, some of which include diffusion-based techniques. These models are often available through Azure AI services.
EleutherAI:
Generative Models: EleutherAI, an open research collective, works on open-source generative models, including diffusion models. Their models and research outputs are accessible to the public.
Runway ML:
ML Tools: Runway ML provides accessible machine learning tools and models, including generative models based on diffusion processes. They offer user-friendly interfaces for creative professionals to leverage AI.




DALLE
an armchair in the shape of an 
avocado”



DALLE art



Generative AI Music and Sound

https://twitter.com/hashtag/udio?src=hashtag_click


Generative AI Video



Conversational 
System

• Based on LLMs
• Require an Orchestration System

• Determine topic
• Map conversation to workflow
• Specialized pre-defined 

connections to many systems
• Managed Prompting
• Can manage context for long term 

memory



How does the solution work?

Build strategies 
as workflows

Synthetic Person 
Creator

Design & Publish 
Workflows

Query a 
Synthetic Person

Synthetic Person 
User

Identifies the 
right workflow 

to execute

Executes the 
workflow (or set 

of workflows)

Creates a 
response

● Connect to proprietary 
data
● Extract & Prepare data, 
● Connect to internet
● Make API calls
● Perform Analysis

Synthetic 
Person

Synthetic Person 
responds



Conceptual Diagram



Example Execution of a Workflow

Start of 
Workflow

Information 
extracted 
from query
Examples: 
Time Period for 
Analysis
Stocks to Analyse

Response & 
Graphics 
generator

Analysis by 
combining rules, 
formulas & LLM

Extraction from 
internal data 
sources

Data retrieval from external 
sources (internet, APIs)

Query: How did my portfolio compare against S&P and Russell 2000 in the last 3 years?



Intelligent Process with Orchestration

Host

Orchestration

Output

Query

Data PipelinesContextual 
Data

Embedding 
Model Vector Database

API External System

Thought 
Extraction

Symbolic 
Processing

Planning and 
Scheduling

MCTS+RL Constraints

Graph Query 
BuilderGraph Database

Database



Modern AI Miracles
• Natural Language Understanding & 

Generation
• Image Generation & Style Transfer
• Autonomous Vehicles
• Protein Structure Prediction
• Personalized Healthcare
• Real-Time Language Translation
• Deep Reinforcement Learning

• AlphaGo, AlphaFold
• Hyper-Realistic Digital Assistants

• Alexa, Siri
• Content Creation
• Video Creation
• Game Creation

• Neural Artistry
• Dalle, MidJourney

• Emotion Recognition
• Voice Cloning & Speech Synthesis

• Deep Fake
• AI Companions
• AI-Powered Drug Discovery
• Autonomous Industrial Robotics
• Advanced Human-Machine Interfaces
• Personalized Education
• Synthetic Biology and DNA Design
• Automatic Programming
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Modern AI Miracles
Natural Language Understanding & Generation�AI models like ChatGPT understand human language and generate sophisticated responses, transforming how we communicate with machines.
Image Generation & Style Transfer�Systems like DALL-E and Stable Diffusion can create stunning images from textual prompts, crossing the boundary between visual art and artificial creativity.
Autonomous Vehicles�Self-driving technology, spearheaded by companies like Tesla and Waymo, has made autonomous navigation a reality, significantly advancing the transportation industry.
Protein Structure Prediction�AlphaFold cracked the code of protein folding, solving one of biology's grand challenges and enabling breakthroughs in medical research.
Personalized Healthcare�AI-driven diagnostics, treatment recommendations, and non-invasive health monitoring, such as ECG analysis and glucose monitoring, are improving personal health outcomes.
Real-Time Language Translation�AI-powered translators now enable seamless, real-time multilingual communication, breaking language barriers across the globe.
Deep Reinforcement Learning�AI models like AlphaGo and AlphaZero learned complex games independently, mastering Go and chess beyond human capabilities without human guidance.
Hyper-Realistic Digital Assistants�Virtual assistants such as Google Assistant and Amazon Alexa provide human-like interactions, integrating AI into our everyday routines.
Content Creation�AI models generate blogs, articles, music, and videos, automating and enhancing content creation for entertainment and educational purposes.
Neural Artistry�Tools like Midjourney and DeepDream have pushed the boundaries of artistic creativity, allowing the production of unique and surreal artworks.
Emotion Recognition�AI systems now gauge human emotions from facial expressions and voice tones, making human-computer interaction more empathetic and responsive.
Voice Cloning & Speech Synthesis�AI like ElevenLabs can mimic voices with incredible accuracy, transforming industries like gaming, film, and customer service.
AI Companions�Virtual companions, such as Replika, provide emotional support and conversational engagement, creating a new category of digital relationship.
AI-Powered Drug Discovery�AI is accelerating the discovery of new drugs by analyzing biological data faster than traditional laboratory methods.
Autonomous Industrial Robotics�AI-powered robots are automating complex tasks in manufacturing, warehousing, and agriculture, significantly boosting productivity.
AI in Creativity and Innovation�Generative Adversarial Networks (GANs) and large language models (LLMs) are leading to innovative new products and experiences, such as AI-composed music and AI-generated films.
Advanced Human-Machine Interfaces�Brain-Computer Interfaces (BCIs) like Neuralink are making strides towards allowing AI to communicate directly with our brains.
Personalized Education�AI-driven tutors and adaptive learning platforms tailor educational experiences to individual learners' needs, enhancing engagement and retention.
Synthetic Biology and DNA Design�AI models assist in editing and designing genetic material, opening up new possibilities in synthetic biology and gene therapy.
Text-to-Code & No-Code Solutions�AI tools like GitHub Copilot convert human language into working code, allowing non-programmers to develop software solutions through no-code interfaces.




Modern AI Applications: Financial Industry
• Algorithmic Trading
• Fraud Detection and Prevention
• Credit Risk Assessment
• Personalized Financial Services
• Chatbots and Virtual Assistants
• Sentiment Analysis for Market Prediction
• AI-Powered Investment Advisors (Robo-

Advisors)
• Customer Behavior Analytics
• Regulatory Technology (RegTech)
• Predictive Analytics for Loan Default

• Automated Underwriting
• Natural Language Processing for News 

Impact Analysis
• Portfolio Optimization
• Credit Scoring for Underbanked 

Populations
• Market Anomaly Detection
• Know Your Customer (KYC) Automation
• Risk Management through Deep Learning
• Fraud Detection in Real-Time Payment 

Systems
• Anti-Money Laundering (AML) Compliance 

Monitoring
• Insurance Claims Processing Automation



Trends

• New models with superhuman 
abilities

• OpenAI, Google, AWS
• Multimodal Models
• Real Time Simulated Worlds
• Agentic Systems

• Mixture of Agents
• Goal Directed Behavior
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